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Abstract

The recently-proposed Perceiver model obtains good results on several domains
(images, audio, multimodal, point clouds) while scaling linearly in compute and
memory with the input size. While the Perceiver supports many kinds of inputs, it
can only produce very simple outputs such as class scores. Perceiver IO overcomes
this limitation without sacrificing the original’s appealing properties by learning
to flexibly query the model’s latent space to produce outputs of arbitrary size and
semantics. Perceiver IO still decouples model depth from data size and still scales
linearly with data size, but now with respect to both input and output sizes. The
full Perceiver IO model achieves strong results on tasks with highly structured
output spaces, such as natural language and visual understanding, StarCraft II,
and multi-task and multi-modal domains. As highlights, Perceiver IO matches a
Transformer-based BERT baseline on the GLUE language benchmark without the
need for input tokenization and achieves state-of-the-art performance on Sintel
optical flow estimation. Code: https://dpmd.ai/perceiver-code

1 Introduction

Humans and other animals have a remarkable ability to take in data from many sources, integrate
it seamlessly, and deploy it flexibly in the service of a range of goals. Yet most machine learning
research focuses on building bespoke systems to handle the stereotyped set of inputs and outputs
associated with a single task. This is the case even for models that handle inputs or outputs of different
modalities: a typical approach is to process each input independently with a deep, modality specific
architecture (for example using a 2D ResNet [30] for vision and a Transformer [88] for language),
integrate them afterwards using a third fusion network, and read the result out in a task-specific
manner. The complexity of a system like this can grow dramatically as the inputs or outputs grow
more diverse (e.g. [1, 89, 65]), and the shape and structure of a task’s inputs and outputs may place
strong constraints on how such a system processes data, making it difficult to adapt to new settings.

Is the development of problem-specific models for each new set of inputs and outputs unavoidable?
Life would be drastically simpler if a single neural network architecture could handle a wide variety of
both input modalities and output tasks. In this work, we propose such an architecture, with the ultimate
goal of building a network that can easily integrate and transform arbitrary information for arbitrary
tasks. Our starting point is the Perceiver [35], an architecture which has demonstrated a remarkable
ability to handle data from many modalities with minimal changes to the network architecture. The
Perceiver uses attention (building on Transformers [88]) to map inputs of a wide range of modalities
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Figure 1: The Perceiver IO architecture can be used on domains with a wide variety of input and
output spaces, including multi-task language understanding, dense visual tasks like optical flow,
hybrid dense/sparse multimodal tasks such as video+audio+class autoencoding, and tasks with
symbolic outputs like StarCraft II.

to a fixed-size latent space, that is further processed by a deep, fully attentional network. This process
decouples the bulk of the network’s processing from the size and modality-specific details of the
input, allowing it to scale to large and multimodal data.

However, the Perceiver can only handle simple output spaces like classification. Much of the
complexity of real-world tasks comes from the variety, size, and structure of their outputs, and in
this regard the original Perceiver can’t be considered general purpose. In this work, we develop a
mechanism for decoding structured outputs – language, optical flow fields, audiovisual sequences,
symbolic unordered sets, etc. – directly from the Perceiver latent space, which allows the model to
handle a host of new domains without sacrificing the benefits of deep, domain-agnostic processing.
Our key insight is to produce each output by attending to the latent array using a specific output query
associated with that particular output. For example if we wanted the model to predict optical flow on
one particular pixel we could compose a query from the pixel’s xy coordinates plus an optical flow
task embedding: the model would then attend using the query and produce a single flow vector. As a
result, our architecture can produce many outputs, each with arbitrary shape and structure, and yet
the latent features in our architecture remain agnostic to the shape and structure of the outputs.

Perceiver IO does this using a fully attentional read-process-write architecture: inputs are encoded
(read) to a latent space, the latent representation is refined (process) via many layers of processing,
and the latent space is decoded (write) to produce outputs. This approach inherits the best features
of both Transformers [88] – which leverage domain agnostic primitives for nonlocal processing of
inputs – and the encoder-decoder architectures (e.g. [67, 57]) that are in widespread use in high-
bandwidth domains – computer vision, multimodal processing, and elsewhere in machine learning.
This approach allows us to decouple the size of elements used for the bulk of the computation (the
latent) from the size of the input and output spaces, while making minimal assumptions about the
spatial or locality structure of the input and output.

Our main technical contribution is Perceiver IO’s decoding procedure. We use a cross-attention
mechanism to map from latents to arbitrarily sized and structured outputs using a querying system that
can flexibly specify the semantics needed for outputs on a wide range of domains, including dense and
multitask settings. The design improvement that comes by incorporating this decoder with the original
Perceiver allows Perceiver IO to serve as a drop-in replacement for a wide range of specialist networks
currently in use on a set of challenging domains, while improving the architecture’s performance on
tasks like classification that could be handled by the original architecture.

We demonstrate the generality of the proposed model by tackling several challenging tasks, showing
that Perceiver IO can be used to replace the Transformers used in both BERT [21] and AlphaStar
[89]. At the same time, Perceiver IO produces state-of-the-art results on the Sintel optical flow
benchmark [10], compelling results on multimodal (video, audio, label) auto-encoding in Kinetics
[71], and results comparable to state-of-the-art models on ImageNet image classification [19]. In
some cases, Perceiver IO allows us to simplify pipelines and remove domain-specific assumptions.
For example, we process language without using tokenizers and fine-tune on multiple classification
tasks simultaneously and without requiring [CLS] tokens (see Sec. 4.1), estimate optical flow without
relying on explicit architectural features for multiscale correspondence (see Sec. 4.2), and perform
image classification with no information about the 2D structure of images (see Sec. 4.5). Perceiver
IO can be used as a standalone architecture, in conjunction with {pre, post}-processing steps, and as
a part of sophisticated pipelines, in each case matching or beating strong baselines.
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Modalities Tasks Preprocessing Postprocessing # Inputs # Outputs

Text Token-level pred. Tokenization + Embed. Linear projection 512× 768 512× 768
Text Byte-level pred. Embed. None 2, 048× 768 2, 048× 768
Text Multi-task (8 tasks) Embed. None 2, 048× 768 8× 768

Video Flow prediction Conv+maxpool RAFT upsampling 22, 816× 64 11, 408× 64

Video+Audio+Label Auto-encoding Patch: 1x4x4 Vid, 16 Aud Linear projections 50, 657× 704 803, 297× 512

StarCraft Unit Set Encoding and Classification Tokenization Pointer network 512× 256 512× 128

Image Classification None None 50, 176× 3 1× 1, 000

Table 1: We give details of each of the tasks we use to evaluate Perceiver IO here. The positional and task
embeddings appended to inputs for each case are listed in Appendix Table 7.

2 Related Work

Complex output spaces have long been a focus of neural network research. Autoencoding [32],
especially for images, was among the first attempts to provide a representation which can encode and
reproduce its inputs. As hardware acceleration grew more powerful and neural nets proved themselves
in image understanding [41, 101, 78], interest intensified: autoregressive models were developed
that could take samples of handwriting and complete them [28], and new convolutional network
designs led to good results in structured output spaces like semantic segmentation [25, 46, 67], pose
estimation [85], detection [70], captioning [97], and optical flow [26]. At the same time, natural
language applications research has made extensive progressive in capturing the structured nature of
language, typically via autoregressive models [9, 16, 62, 76, 88] or context prediction [21, 59, 54].

Similar to our work, several models have been proposed to solve tasks in several domains (e.g.
[2, 3, 38]), but typically across a fixed and predefined set of modalities by means of domain-specific
networks. In vision, multi-task learning has become popular [22, 40, 56, 100]. Although single-task
specialist networks remain dominant in the field, some models achieve generality in a restricted
domain: e.g. Mask-RCNN [29] handles object detection, segmentation, and pose estimation. In
language, training or evaluation on multiple tasks has also become common [15, 21, 50, 44, 63].
Several groups have demonstrated that Transformers (originally designed for language) can be used
or adapted to non-language tasks (e.g. [13, 48]), but the limited scalability of Transformers restricts
their usefulness as general-purpose architectures.

Several groups have proposed to use Transformer-like attention to manipulate the size of input and
output arrays or to introduce bottlenecks in processing. Set Transformers [43] use a learned encoder
query (which they call “inducing points”) to map input sets to a latent space and learned decoder
queries (which they call “seed vectors”) to map latents to outputs (a process they call “pooling
by multiheaded attention”). Set Transformers and related models (e.g. [27]) use this procedure to
efficiently map set inputs to a simple, homogeneous output spaces on small-scale problems.1 Our
work uses attention over inputs and outputs of different sizes in part to produce an architecture that’s
more efficient than Transformers, and several other approaches have been proposed to solve this
problem (e.g. [94, 93, 80, 5], and see [81]). Much of this work has been restricted to fairly small-scale
problems and restricted to language; the focus of our work is not only developing efficient attention
architectures but also developing an architecture that performs well in many settings with a wide
range of inputs and outputs. Several other works use attention to process or refine latent spaces
that interface with the input/output data using task- or domain-specific architectures [12, 45, 92].
Cross-attention itself is in widespread use as a mechanism for allowing information from a source to
influence processing of a target domain of a different size or structure [18, 20, 53, 88, 64, 68, 34, 51].
Perceiver IO builds on this body of work – and on the original Perceiver [35] – to produce a simple,
general purpose architecture that can be easily applied to many domains.

One application of Perceiver IO is byte-level language processing, which has concurrently been
addressed by several other groups. [14] trains models on Unicode code points and shows results
competitive with subword-based models on a multilingual question answering dataset. [83] trains on
UTF-8 bytes directly by introducing a hand-designed module that is trained end-to-end to perform
subword tokenization and produces results on-par with and sometimes better than subword-based
models. [95] trains encoder-decoder T5 models on UTF-8 bytes directly and shows that making the
encoder 3x deeper than the decoder leads to comparable performance with subword baselines.

1For a discussion of the relationship between Set Transformers and Perceivers see Sections 2 and A of [35].
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Figure 2: The Perceiver IO architecture. Perceiver IO maps arbitrary input arrays to arbitrary output
arrays in a domain agnostic process. The bulk of the computation happens in a latent space whose size
is typically smaller than the inputs and outputs, which makes the process computationally tractable
even for very large inputs & outputs.

3 The Perceiver IO architecture

The Perceiver IO model builds on the Perceiver architecture [35], which achieved its cross-domain
generality by assuming that its input is a simple 2D byte array: a set of elements (which might be
pixels or patches in vision, characters or words in language, or some form of embedding, learned or
otherwise), each described by a feature vector. The model then encodes information about the input
array using a smaller number of latent feature vectors, using Transformer-style attention, followed by
iterative processing and a final aggregation down to a category label.

Rather than output a single category, Perceiver IO aims to have the same level of generality with
respect to its outputs as the Perceiver has with respect to its inputs: that is, it should produce arbitrary
output arrays. The key insight is that we can predict each element of the output array using another
attention module, by simply querying the latent array using a query feature vector unique to the
desired output element. In other words, we define a query array with the same number of elements as
the desired output. The queries may be hand-designed, learned embeddings, or a simple function of
the input. They attend to the latents to yield an output array of the desired shape.

3.1 Encoding, processing, and decoding

Fig. 2 illustrates the Perceiver IO. In detail, we first encode by applying an attention module that
maps input arrays x ∈ RM×C to arrays in a latent space z ∈ RN×D. We next process the latents
z by applying a series of modules that take in and return arrays in this latent space. Finally, we
decode by applying an attention module that maps latent arrays to output arrays y ∈ RO×E . M ,
C, O, and E are properties of the task data and can be very large (see Table 1), while N and D are
hyperparameters and can be chosen to make model computation tractable. Following the design of
the Perceiver, we implement each of the architecture’s components using Transformer-style attention
modules.

Each of these modules applies a global query-key-value (QKV) attention operation followed by
a multi-layer perceptron (MLP). As usual in Transformer-style architectures, we apply the MLP
independently to each element of the index dimension. Both encoder and decoder take in two input
arrays, the first used as input to the module’s key and value networks, and the second used as input
to the module’s query network. The module’s output has the same index dimension (i.e. the same
number of elements) as the query input: this is what allows the encoder and decoder module to
produce outputs of different sizes.

The Perceiver IO architecture relies on the same primitives as Transformers: so why aren’t Transform-
ers all you need? The answer is that Transformers scale very poorly in both compute and memory [82].
A Transformer deploys attention modules homogeneously throughout its architecture, using its full
input to generate queries and keys at every layer. As discussed in [35], this means each layer scales
quadratically in compute and memory, which currently makes it impossible to apply Transformers
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Figure 3: Perceiver IO uses queries constructed with output-specific features to produce outputs
with different semantics. For settings with homogeneous outputs, like language, where each output
point depends only on its position, a position embedding (learned or constructed) can be used.
Input features for the target output can also be used to query, either alone (as for StarCraft II) or
alongside position features (as for flow). For multi-{task, modality} settings we use a different
embedding for each {task, modality} instead of each position. A single learned embedding suffices
for simple classification tasks, like ImageNet. For tasks with heterogeneous outputs, like multimodal
autoencoding, features that are specific to some queries (like position within a modality’s data) can
be combined with modality embeddings, which also serve to pad each embedding to a target length.

on high-dimensional data like images without some form of preprocessing. Even on domains like
language where Transformers shine, preprocessing (e.g. tokenization) is often needed to scale beyond
short input sequences. On the other hand, Perceiver IO uses attention non-homogeneously, first using
it to map inputs to a latent space, then using it to process in that latent space, and finally using it
to map to an output space. The resulting architecture has no quadratic dependence on the input or
output size: encoder and decoder attention modules depend linearly on the input and output size
(respectively), while latent attention is independent of both input and output sizes. Because of this
structure, and the corresponding reduction in compute and memory requirements, Perceivers scale
to much larger inputs and outputs. While Transformers are typically used in settings with inputs
and outputs of at most a few thousand dimensions [9, 63], we show good results on domains with
hundreds of thousands of input and output dimensions.

The encode and processing stages re-use the basic structure of the original Perceiver.2 The encoder
consists of a single attention module, where the queries are learned and have shape independent of
the input data. Because the queries do not depend on the input, this module has complexity linear in
the input size [35]. The processor is composed of a stack of several attention modules: it is essentially
a latent-space Transformer. The decoder works similarly to the encoder, but instead of mapping
inputs to latents, it maps latents to outputs. It does this by using latents as inputs to its keys and value
networks and passing an output query array to its query network. The resulting output has the same
number of elements as the decoder query array.

Because of this structure, this architecture can be applied to inputs of any shape or spatial layout
and even to inputs or outputs which don’t share the same spatial structure (e.g. sound and video).
However, in contrast to the latent spaces used elsewhere in vision (e.g. [67]) the latent does not
explicitly share the structure (spatial or otherwise) of the inputs. To decode this information, we
query for it using cross-attention.

3.2 Decoding the latent representation with a query array

Our goal is to produce a final output array of size O×E, given a latent representation of size N ×D.
As noted above, we can produce an output of this size by feeding an input with index dimension O as
a query to the decoder. To capture the structure of the output space, we must make sure this query
contains the appropriate information. This means the information query of the byte should reflect
the downstream task, and ideally captures any structure needed in the outputs. This may include the
spatial position in an image or the position of an output word in a sequence.

2With the exception of the repeated encoder cross-attends. We found it simpler to omit these modules, as
they increase compute without dramatically increasing performance, as reported in Appendix Table 6 in [35].

5



Model Tokenization N (# inputs) M (# latents) Depth Params FLOPs Average
BERT Base (test) [21] SentencePiece 512 512 12 110M 109B 81.0
BERT Base (ours) SentencePiece 512 512 12 110M 109B 81.1
Perceiver IO Base SentencePiece 512 256 26 223M 119B 81.2
BERT (matching FLOPs) UTF-8 bytes 2048 2048 6 20M 130B 71.5
Perceiver IO UTF-8 bytes 2048 256 26 201M 113B 81.0
Perceiver IO++ UTF-8 bytes 2048 256 40 425M 241B 81.8

Table 2: Perceiver IO on language: results on the GLUE benchmark (higher is better). Following [21] we
exclude the WNLI task. We use Pearson correlation on STS-B, Matthews correlation on CoLa and accuracy on
the remaining tasks.

We construct queries by combining (concatenating or adding) a set of vectors into a query vector
containing all of the information relevant for one of the O desired outputs. This process is analogous
to the way that positional information is used to query implicit functions like NeRF [55]. We illustrate
the query structure for the tasks we consider here in Fig. 3. For tasks with simple outputs, such as
classification, these queries can be reused for every example and can be learned from scratch. For
outputs with a spatial or sequence structure, we include a position encoding (e.g. a learned positional
encoding or a Fourier feature) representing the position to be decoded in the output. For outputs with
a multi-task or multimodal structure, we learn a single query for each task or for each modality: this
information allows the network to distinguish one task or modality query from the others, much as
positional encodings allow attention to distnguish one position from another. For other tasks, the
output should reflect the content of the input at the query location: for instance, for flow we find it
helpful to include the input feature at the point being queried, and for StarCraft II we use the unit
information to associate the model’s output with the corresponding unit. In general, we find that even
very simple query features can produce good results, suggesting that the latent attention process is
able to learn to organize the relevant information in a way that’s easy to query.

4 Experiments

To evaluate the generality of Perceiver IO, we evaluate it on tasks in several domains, including
language understanding (masked language modeling and downstream fine-tuning) and visual under-
standing (optical flow and image classification), symbolic representations for games (StarCraft II),
and multi-modal and multi-task settings. The inputs and outputs in each case are listed in Table 1.
We give additional details of the experiments on each domain in the Appendix. All experiments were
conducted using JAX [7] and the DeepMind JAX ecosystem [4].

4.1 Language

First, we explore the use of Perceiver IO for language understanding, in particular to see how it
performs compared to standard Transformers in a setting whether they the latter are known to shine.
We evaluate the quality of the Perceiver IO learned representation on the GLUE benchmark [91] and
report our results in Table 2. Unlike recent language understanding models such as BERT [21] or
XLNet [96], Perceiver IO scales effectively with the input length (the Perceiver’s latent size does
not depend on the input length). For a given FLOPs budget, this allows us to train a tokenizer-free
language model that matches the performance of a baseline model trained with a SentencePiece
tokenizer, hence removing the need for hand-crafted and potentially harmful tokenization schemes [6,
14].

Pretraining setting. We pretrain on the Masked Language Modeling (MLM) task proposed in
BERT [21] using a large text corpus obtained by combining English Wikipedia and C4 [63]. For both
the SentencePiece and the byte-level models, we mask 15% of the words (here a word is defined to
be a space-delimited sequence of characters). We use input sequence lengths of 512 SentencePiece
tokens or 2048 UTF-8 bytes (as a token contains many bytes on average, we need to increase the
sequence length to input a similar amount of text). For the SentencePiece models we use a vocabulary
size of 32, 000 following [21]. For the byte-level models, the vocabulary size is much smaller: 256
bytes and 4 special tokens ([PAD], [MASK], [CLS], [SEP]). Perceiver IO produces one output vector
per masked input by using learnable position-dependent vectors to query the output of the final latent
processing layer. We then apply a position-wise linear layer on top of these output vectors and train
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the model using a softmax cross-entropy loss to predict the original non-masked input as target. The
full details of the architecture are given in Appendix Section C.1. See Appendix Fig. 6 for analysis
and visualization of the learnt features.

Finetuning setting. We finetune Perceiver IO on the GLUE Benchmark [91], reporting the best
performance on the dev set for a fixed size sweep of finetuning hyper-parameters. Individual task
results and hyper-parameters are given in Appendix Section C.3.

Perceiver IO on SentencePiece tokens. We first observe that the Perceiver IO architecture applied
on SentencePiece tokenized [69, 42] input sequences is slightly outperforming a strong BERT
baseline applied on the same inputs (81.2 vs 81.1). As a result of the reduced latent size of 256 we
can train a much deeper network with 26 processing layers compared to BERT Base (12 layers) while
maintaining a similar FLOPs budget.

Perceiver IO on UTF-8 bytes. Next, we show that we can leverage Perceiver IO to run on much
longer sequences than a regular Transformer can afford. This allows us to avoid using a fixed,
handcrafted vocabulary. Our model works directly with the raw byte inputs: we simply feed in and
predict the UTF-8 bytes of the input string. Perceiver IO significantly outperforms a byte-level BERT
baseline at the same FLOPs budget, demonstrating the real advantage of Perceiver IO architecture for
language. Remarkably, the bytes Perceiver IO is actually on par with BERT running on SentencePiece
tokens, showing that Perceiver IO is also competitive against strong baselines relying on handcrafted
tokenizers. Finally, the performance of Perceiver IO on bytes scales well with more FLOPs where we
obtain 81.8 on the GLUE benchmark. Note that the byte-level Perceiver IO shares some similarities
with the concurrent CANINE work [14]. While [14] still rely on a relatively sophisticated pipeline
that maps Unicode codepoints to hash embeddings [77], we embed raw UTF-8 bytes directly. [14]
also uses a bottleneck architecture to scale to longer text inputs, but their upsampling strategy differs
from ours: they concatenate raw inputs with their aligned downsampled latent representation, apply a
1D convolution and then run a shallow transformer stack on the resulting upsampled sequence. Hence,
their approach scales quadratically with respect to the original input length while the Perceiver IO’s
decoder scales linearly with respect to the target output size. Finally, our work scales to byte-level
inputs without making any assumptions about the structure of the input, which allows it to be used
beyond language as shown in the following sections.

Multitask Perceiver IO on UTF-8 bytes. We apply the multitask architecture detailed
in Section 3.2 to the 8 GLUE benchmark tasks and report the results in Table 3.

Multitask method Avg.
Single task 81.0
Shared input token 81.5
Task specific input token 81.8
Multitask Query 81.8

Table 3: Multitask Perceiver IO. Re-
sults use the same metric as Table 2
(higher is better).

We compare to our previous result obtained in the single task
regime where the model is trained independently on each task
as well as a more standard approach that consists of inputting a
special token in the input, and reusing the corresponding learned
output query vector (aligned with its position in the sequence).
This is reminiscent of the [CLS] token employed in BERT [21].
We consider two cases: a single token shared among tasks
(Shared input token), or task-specific tokens (Task specific input
token). In both cases a task specific head, a 2-layer MLP, is
applied to generate the output logits corresponding to each task.
We observe that our multitask approach outperforms the single
task regime, and that our proposed multitask architecture is on

par with the task-specific input token conditioning. However, our proposed approach is more generic
as it decouples the output array from the input array by not relying on the [CLS] token. This is
especially appealing when the number of tasks becomes high, as we show in section 4.3.

4.2 Optical flow

Optical flow is a decades-old open problem in computer vision [49, 33]. Given two images of the
same scene (e.g. two consecutive frames of a video), the task is to estimate the 2D displacement
for each pixel in the first image. This has many broader applications, such as navigation and visual
odometry in robots [11], estimation of 3D geometry [66], and even to aid transfer of more complex,
learned inference such as 3D human pose estimation from synthetic to real images [23]. Optical flow
is challenging for neural networks for two reasons. First, optical flow relies on finding correspondence:
a single frame provides no information about flow, and images with extremely different appearance
can produce the same ground truth flow. Second, flow is extremely difficult to annotate, meaning that
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the few existing datasets with realistic images and high-quality ground truth are small and biased.
While it is straightforward to generate large synthetic datasets as training data, e.g. AutoFlow [74],
there is still a large domain gap.

Algorithms for optical flow must therefore learn to accomplish several steps in a way that transfers
from synthetic to real data. First, the algorithm must find correspondence between points. Then it
must compute the relative offset of these points. Finally it must propagate the estimated flow across
large regions of space, including to parts of the image which have no texture that can be used for
correspondence. To generalize to real data, the learned procedure needs to also work for objects and
textures that weren’t seen in the synthetic training data.

Network Sintel.clean Sintel.final KITTI

PWCNet [75] 2.17 2.91 5.76
RAFT [84] 1.95 2.57 4.23
Perceiver IO 1.81 2.42 4.98

Table 4: Optical Flow evaluated on Sintel [10] and KITTI
with average end-point error (EPE) (lower is better). Baselines
are reported from [74].

These difficulties have led flow researchers
to develop some of the most involved ar-
chitectures in the computer vision litera-
ture. State of the art algorithms, such as
PWCNet [75], RAFT [84] or GMA [36],
use explicit machinery to make sure that
each of these steps is performed correctly,
even on out-of-domain data. Expensive
global correlation volumes are used to ex-
plicitly compare features with a spatiotem-
poral neighborhood across images in order

to find correspondences. Flows are computed iteratively in 2D space, often hierarchically, with
explicit lookup operators to verify correctness; these are often slow on hardware like TPUs [37].

Perceiver IO on Flow In contrast, we apply Perceiver IO to flow in a straightforward manner. We
concatenate the frames along the channel dimension and extract a 3 × 3 patch around each pixel
(leading to 3 × 3 × 3 × 2 = 54 values for each pixel). We concatenate a fixed position encoding
to these features and then apply the Perceiver. To decode, we query the latent representation using
the same encoding used for the input. See Appendix Section E for training details and results with
various forms of pre- and post-processing, which typically perform similarly. We also test a version
with convolutional downsampling and RAFT-style upsampling, which performs only slightly worse
while improving computation time.

It may seem counter-intuitive to append the images along the channel dimension, as large motions
might result in pixels on entirely different objects being concatenated. However, this kind of operation
isn’t unprecedented: one of the earliest optical flow algorithms, Lucas-Kanade [49], makes explicit
use of the temporal image gradient, which is approximated by the difference in intensities at a given
pixel across two frames. Specifically, the algorithm uses the fact that, ignoring lighting effects, the
temporal gradient of the image is equal to the spatial gradient times the spatial velocity. This is true
(and in fact, a better approximation) for image regions with very little texture. Such regions are a
challenge for algorithms which attempt to find explicit correspondence in feature space, especially if
feature encoding involves any normalization operations which may destroy intensity information.

Results Table 4 shows our results, following the standard protocol for training on AutoFlow [74].
We compare to PWCNet and RAFT baselines trained by the AutoFlow authors. On Sintel [10], our
results are slightly better than RAFT on Sintel and outperform PWCNet on KITTI [52]. As far as we
are aware, this result is state of the art on Sintel.final (GMA [36] produces slightly better numbers us
on the somewhat easier Sintel.clean evaluation set using different training data). This is surprising
considering how different our architecture is from PWCNet and RAFT, and how little additional
tuning was required for our Perceiver implementation. We use no cost volumes or explicit warping,
our model is not explicitly hierarchical, and the latent representation doesn’t even maintain the 2D
layout of the inputs. Also note that we reuse RAFT’s AutoFlow augmentation parameters, which
were tuned specifically for RAFT using population-based training [74]. As shown in Appendix Fig. 7,
qualitatively Perceiver IO is good at following object boundaries, and can easily propagate motion
across image regions with little texture.
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Figure 4: Audio-visual autoencoding with 88x compression. Side-by-side: inputs on left, reconstruc-
tions right (class label not shown).

4.3 Multimodal autoencoding

We explore using Perceiver IO for audio-video-label multimodal autoencoding on the Kinetics-700-
2020 dataset [71]. The goal of multimodal autoencoding is to learn a model that can accurately
reconstruct multimodal inputs in the the presence of a bottleneck induced by an architecture. This
problem has been previously studied using techniques such as Restricted Boltzmann Machines [58],
but on much more stereotyped and smaller scale data.

Kinetics-700-2020 has video, audio and class labels. We consider all three as separate modalities
and train a model to reconstruct them. With traditional autoencoding models like convolutional
encoder-decoders, it is not obvious how to combine these 3 modalities, because each consists of
data of different dimensions – 3D (video), 1D (raw audio) and 0D (class labels) – and with vastly
different numbers of elements. With a Perceiver IO model, we pad the inputs with modality-specific
embeddings [35], serialize all of them into a 2D input array and query the model using queries
containing Fourier-based position embeddings (for video and audio) and modality embeddings.

We train on 16 frames at 224 × 224 resolution, preprocessed into 50k 4x4 patches as well as 30k
raw audio samples, patched into a total of 1920 16d vectors and one 700d one-hot representation
of the class label. We decode directly into pixels, raw audio and the one-hot label without any
post-processing. To prevent the model from encoding the label directly into one of the latent variables,
we mask the class label (similarly to BERT) in training 50% of the time.

Compression Audio Video Top-1
Ratio PSNR PSNR Accuracy

88x 26.97 24.37 10.2%
176x 25.33 24.27 8.6%
352x 14.15 23.21 11.5%

Table 5: Multimodal autoencoding results. Higher
is better for accuracy and PSNR.

Due to the scale of inputs and outputs in this task we
tried subsampling decoding in training, while fully
decoding in testing: we sampled 512 audio samples
and 512 pixels and the class label for every training
example. This allows us to directly decode to a video-
sized array, which would otherwise not be feasible
given memory constraints. We used 3 different latent
array bottleneck sizes with 512 channels and 784,
392 and 196 latents, resulting in compression ratios
of 88x, 176x and 352x respectively.

Numerical results are in Table 5 and Fig. 4 shows reconstructions. By masking the classification
label during evaluation, our auto-encoding model becomes a Kinetics 700 classifier. Because the
latent variables are shared across modalities and not explicitly allocated between them, the quality
of reconstructions for each modality is sensitive to the weight of its loss term and other training
hyperparameters. Table 5 shows one tradeoff, where we emphasized video and audio PSNR at the
expense of classification accuracy. By putting stronger emphasis on classification accuracy, we can
reach 45% top-1 accuracy while maintaining 20.7 PSNR for video. This shows that the model learns
a joint distribution across modalities.

4.4 StarCraft II

To further demonstrate Perceiver IO’s capabilities on discrete modalities and to serve as a drop-in
replacement for Transformers, we use Perceiver IO to replace the Transformer in AlphaStar, the
state-of-the-art system for the complex game of StarCraft II. At its core, AlphaStar [89] represents
the units in the game as a discrete, unordered set of symbols (the “units”). These units are represented
by a vector of properties such as unit type, position, health, etc. At each timestep, the architecture
encodes up to 512 units “tokens” with a vanilla Transformer. This representation is used both as a
summary of the state (after pooling) and as a rich representation of the 512 units. This representation
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is used by a pointer network [90], to assign a probability to each possible unit selection, effectively
parameterizing the agent’s unit selection policy (see [89] and Appendix Section G for more details).
We replaced the Transformer that inputs and outputs 512 units with Perceiver IO with a latent size of
32. Without tuning any additional parameters, we observed that the resulting agent reached the same
level of performance as the original AlphaStar agent, reaching an 87% win-rate versus the Elite bot
after behavioral cloning [61] on human data.

4.5 Image classification

Model Pretrained? Top-1 Acc.

ConvNet baselines
ResNet-50 [30] N 78.6
NFNet-F6+SAM [8] N 86.5
Meta Pseudo Labels [60] Y 90.2

ViT baselines
ViT-B/16 [24] N 77.9
ViT-H/14 (pretrained) [24] Y 88.6
DeiT 1000 epochs [86] N 85.2
CaiT-M48 448 [87] N 86.5

w/ 2D Fourier features
Perceiver N 78.6
Perceiver IO N 79.0
Perceiver IO (pretrained) Y 84.5

w/ learned position features
Perceiver (learned pos) N 67.6
Perceiver IO (learned pos) N 72.7

w/ 2D conv + maxpool preprocessing
Perceiver (conv) N 77.4
Perceiver IO (conv) N 82.1

Table 6: Results on ImageNet image classification
(top-1 accuracy, higher is better). The first two blocks
show representative baseline results. “Perceiver” uses
an average+project decoder while “Perceiver IO” uses a
cross-attend decoder.

The original Perceiver did as well on ImageNet
[19] classification as models that used 2D struc-
ture in the design of the architecture, but used
simple average pooling and a linear layer to gen-
erate class scores. Here, we evaluate the effect
of the more general decoder.

Results Table 6 shows our results alongside
representative numbers from the literature. Per-
ceiver and Perceiver IO differ only in their de-
coder, and neither model uses convolutional pre-
processing by default. Perceiver IO consistently
improves over the original architecture. After
large-scale pretraining on JFT [73], Perceiver IO
produces results in the ballpark of strong mod-
els designed primarily for image classification.
Perceiver IO is competitive with members of the
Vision Transformer (ViT) [24] family without
relying on 2D convolutions. But Perceiver IO
is also compatible with convolutional prepro-
cessing, and adding a simple 2D conv+maxpool
preprocessing network leads to a moderate im-
provement in performance. We have incorpo-

rated several minor improvements to the training protocol reported in [35] and we use it for all
experiments. See Appendix Section H for details.

While neither the Perceiver and Perceiver IO incorporate any 2D spatial structure architecturally,
they use positional features that inject 2D spatial information (see Sec. 3.2 and Appendix sec. D
of [35]). By replacing these 2D position features with a fully learned position encoding (the same
strategy used on language), we can learn an image classification model that is given no privileged
information about the structure of images. The results of this model on ImageNet are shown in the
table: to our knowledge, this is the best result by any model on ImageNet without 2D architectural or
feature information. As discussed in [35] (sec. 4.1), this model is also permutation invariant.

5 Conclusion

In this work, we introduce Perceiver IO, an architecture capable of handling general purpose inputs
and outputs while scaling linearly in both input and output sizes. As we show, this architecture
achieves good results in a wide variety of settings, making it a promising candidate for a general
purpose neural network architecture. Perceiver IO leverages the expressive power of latent attention
and uses learned queries to expose a simple and unified interface that can handle multimodal and
multitask settings. Our work has limitations: for example, we don’t currently address generative
modeling, and we haven’t explored mechanisms to automatically tune the size of the latent space.
From an ethical perspective, our model may be susceptible to the drawbacks common to deep
networks trained from big data: namely, they may replicate harmful biases present in the training data,
and they may not be robust to domain shift or adversarial attacks, meaning that care must be taken in
safety-critical applications. Overall, Perceiver IO offers a promising way to simplify the construction
of sophisticated neural pipelines and facilitate progress on multimodal and multiask problems.
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Domain Input Modality Encoder KV input Encoder KV channels Decoder query input Decoder query channels
Language (MLM) Text byte/token encoding + learned pos 768 learned pos 1280

Language
(Perceiver IO++ MLM) Text byte/token encoding + learned pos 768 learned pos 1536

Language (GLUE) Text byte/token encoding + learned pos 768 Class query (per-task) 1280

Language
(Perceiver IO++ GLUE) Text byte/token encoding + learned pos 768 Class query (per-task) 1536

Optical Flow Video (image pairs) [2 × conv features, 3D FFs] 450 [2 × conv features, 3D FFs] 450

Optical Flow (pixels) Video (image pairs) [Linear(2 × RGB), 2D FFs] 322 [Linear(2 × RGB), 2D FFs] 322

Kinetics Video, [Linear(RGB), 3D FFs, learned modality feat.] 704 [3D FFs, learned modality feat.] 1026
Audio, [sound pressure, 1D FF, learned modality feat.] 704 [1D FF, learned modality feat.] 1026
Label [one-hot label, learned modality feat.] 704 [learned modality feat.] 1026

StarCraft II SC2 entities Entity features 128 Entity features 128

ImageNet Image [RGB, 2D FFs] 261 Class query (single) 1024

ImageNet (learned pos) Image [Linear(RGB), learned pos] 512 Class query (single) 1024

ImageNet (conv) Image [Conv features, 2D FFs] 322 Class query (single) 1024

Table 7: The structure and size of the positional and task embeddings used to construct Perceiver IO’s encoder
key-value inputs and decoder query inputs, for each domain described in the main text. “[x, y]” indicates that x’s
and y’s features are concatenated, while “x + y” indicates that x’s and y’s features are added to produce the full
featurization. “FF” = Fourier features, as in [35].

A FLOPs calculation

In all cases, we report theoretical FLOPs with multiplies and accumulates counted as separate
operations. This is the strategy used in [39] and elsewhere in the literature. We use this strategy
consistently here to allow comparisons between the models we propose and develop (including
our BERT reimplementation). Note that some papers in the literature report FLOPs using fused
multiply-accumulates: using this strategy will cut the figures reported here in half.

B Architectural details

Perceiver IO is constructed from GPT-2-style [62] Transformer attention modules, which consist of
QKV attention followed by an MLP, along with linear projection layers to ensure inputs to and outputs
from the QKV attention and MLP take on desired sizes. Using the array sizes of the encoder attention,
the QKV attention takes in two two-dimensional arrays, a key-value input array XKV ∈ RM×C and
a query input array XQ ∈ RN×D, and maps them to an array XQKV ∈ RN×D, sharing the shape of
the query input (after projection). XQKV is used as input to an MLP, which is applied independently
to each element of the index dimension,3 producing a final array XMLP ∈ RN×D.

While we describe attention as taking two inputs, in standard Transformers it is typically described
as mapping one input to an output of the same size. This is because all modules of a standard
Transformer use self -attention, where the same input is used for both key-value inputs and query
inputs. The view of attention that we describe encompasses both cross-attention and self-attention,
both of which are specific ways of using QKV-attention. Perceiver IO uses cross-attention for encoder
and decoder attention modules and uses self-attention for the latent processing modules. These
modules differ primarily in terms of what shape inputs they expect and what shape outputs they
produce (see Fig. 5).

We now describe the structure of QKV attention and the MLP in more detail.

B.1 Attention module internals

QKV attention takes in two two-dimensional arrays, a query input XQ ∈ RN×D and a key-value
input XKV ∈ RM×C . The output of QKV attention is an array with the same index (first) dimension
as the query input and a channel (second) dimension determined by an output projection:

Q = fQ(XQ); K = fK(XKV ); V = fV (XKV ) (1)

XQK = softmax(QKT /
√
F ) (2)

Attn(XQ, XKV ) = XQKV = fO(XQKV ), (3)

3i.e. by convolving the MLP with its input along the first dimension
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Figure 5: Schematic depiction of encode, process, and decode attention. Each attention module uses
the same operations, but differs in which inputs are used to generate key/values or queries and in
the output shape. Encode attention can be viewed as mapping an input to a latent space, typically
with a smaller index dimension (fewer elements). Decode attention can be viewed as mapping a
latent to an output space, often with a larger index dimension (more elements). Both of these are
forms of cross-attention. Process attention (self-attention) preserves the input index dimension (same
elements). Red and blue dashed lines are used to highlight the two matrix multiplications used in
QKV attention, as described in the text.

where XQK is an array of attention maps ∈ RN×M , and XQKV is an array ∈ RN×D. The functions
f{Q,K,V } are linear layers mapping each input to a shared feature dimension F and fO is a linear
layer projecting the output to a target channel dimension, which is often the same size as XQ’s. All
linear layers are applied convolutionally over the index dimension (the first dimension of their inputs).
We have omitted batch and head dimensions (in the case of multi-headed attention) for readability.

QKV attention is followed by a two-layer MLP with a GELU [31] nonlinearity following the first
layer. The full module has the following structure:

XQKV = Attn(layerNorm(XQ), layerNorm(XKV )) (4)
XQKV = XQKV +XQ (5)
XQKV = XQKV + MLP(layerNorm(XQKV )), (6)

slightly abusing notation for simplicity and to emphasize the residual structure. “Attn” refers to QKV
as described above.

In the context of decoder attention, we sometimes find it helpful to omit the second step (XQKV =
XQKV + XQ), as it involves adding the model output with a query. Queries sometimes include
features inherited from the input space (see Tab. 7), and this residual connection may make learning
unnecessarily difficult. For example, for optical flow, including this residual connection forces the
network to produce optical flow output by adding RGB and Fourier features to the model’s output.

B.2 Computational complexity

The computational complexity of each attention module is dominated by the two matrix multiplica-
tions in QKV attention. Still using the shapes of the encoder attention, these two matrix multiplies
involve matrices of shape M×F and N×F and M×N and N×F , giving overall time and memory
complexity of O(MNF ). Let M , N , and O be the index dimensions for the input, latent, and output
arrays, and to simplify the analysis let F be the feature size for all layers. The KV and Q sizes for the
encoder, latent transformer, and decoder will then be M × F and N × F (for the encoder), N × F
and N × F (for the latent transformer), and N × F and O × F (for the decoder). A model with L
latent attention blocks has complexity O([M + O + LN ]NF ). In other words, Perceiver IO has
complexity linear in the size of the input and output arrays and it decouples the depth of the latent
transformer from the input and output sizes. Both of these properties contribute to Perceiver IO’s
efficiency: while many proposals for efficient attention modules or architectures include linear or
sub-quadratic scaling with input/output size, Perceiver IO is unusual in also decoupling depth from
input/output size (without requiring domain-specific strategies like 2D convolution). For a longer
discussion of these points, see section 2 and Appendix Section A of [35].
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C Language: additional details

C.1 Architecture details

The architecture hyper-parameters for the Perceiver IO used in the language experiments are given in
Table 8.

Model Perceiver IO Base Perceiver IO Perceiver IO++

Tokenizer SentencePiece UTF-8 bytes UTF-8 bytes

Number of inputs (M ) 512 2048 2048
Input embedding size (C) 768 768 768

Number of Process layers 26 26 40
Number of latents (N ) 256 256 256
Latent size (D) 1280 1280 1536
FFW hidden dimension for latents 1280 1280 1536

Number of output queries during pretraining (O) 512 2048 2048
Dimension of learned queries (E) 768 768 768
FFW hidden dimension for outputs 768 768 768

Table 8: Perceiver IO architecture details for Language experiments

C.2 MLM pretraining

We pretrain all models on a mixture of the C4 dataset [63] and English Wikipedia, where 70% of
the training tokens are sampled from the C4 dataset and the remaining 30% from Wikipedia. We
concatenate 10 documents before splitting into crops to reduce wasteful computation on padding
tokens. We use the same masking strategy for SentencePiece and byte-level experiments: each word
is masked independently with probability 15% where word boundaries are defined using white-space
boundaries.

The pretraining hyper-parameters are given in Table 9. For the BERT (matching FLOPs) model
trained on bytes, we reduce the model width from 768 to 512, the feed-forward hidden size from
3072 to 2048, the number of layers from 12 to 6 and the number of attention heads from 12 to 8.
Given the longer sequence length of 2048 bytes, this model has about the same number of inference
FLOPs as a BERT Base model on a sequence length of 512 tokens.

In order to decode, we use learned queries of the same dimension of the input array (see Table 8). We
have as many output queries as inputs to be able to predict the masked token at all positions in the
sentence (M=O).

To get an insight into the learnt queries we visualize the attention weights in the first cross attention
layer on a small paragraph (Figure 6). We discover that the model has learnt both position and content
based look-ups. The position-based look-ups can be either very sparse and precise or more distributed
and periodic. This second mode appears somewhat less often and is more efficient because more data
is being attended to at the same time, but also more distributed, since the values are subsequently
averaged: this acts as a learned pooling. The content based retrievals focus mostly on syntactic
elements like capital letters and punctuation (colon, exclamation marks, quotation marks, etc). This is
probably because these are good word delimiters and can help the model reduce prediction uncertainty.

C.3 GLUE Finetuning

Following [21], we specify a fixed-size hyper-parameter grid and select the best dev performance
across that grid for each task independently (Table 10). The full GLUE results are shown in Table 11.
Following [21] we exclude the WNLI task. We use accuracy for all tasks expect STS-B and CoLA
where we use Pearson correlation and Matthews correlation respectively. The average is computed
by first averaging the results of MNLI-matched and MNLI-mismatched, which is then counted as a
single task in the overall average.
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Training steps 500,000
Batch size 512
Masking strategy Words

Optimizer LAMB [98]
Learning rate 0.00125
Linear warmup steps 1,000
Cosine cycle decay 500,000
Weight decay 0.01

Table 9: Hyper-parameters for masked language modelling (MLM) pre-training experiments

(a) Very sharp location based attention.

(b) A more efficient and more distributed “periodic” location based attention.

(c) Content based attention for syntactic elements like punctuation and capital letters.

Figure 6: Visualization of attention weights for a few queries in the initial cross-attention layer. We
use the color to convey the weight of the attention and normalize by the maximum weight to make
them easier to visualize. Best viewed in color.

For single-task experiments, we do not require a [CLS] token as we use a single decoding query
vector. In both single-task and multi-task experiments an extra 2-layer MLP with a hidden size of
E and a tanh activation is used to map the the Perceiver IO outputs to the class logits (or regression
target for STS-B).

Training epochs 10
Batch size {16, 32, 64}

Optimizer LAMB
Learning rate {1×10−4, 5×10−5, 2×10−5, 1×10−5 }
Linear warmup steps 200
Weight decay 0.01

Table 10: Perceiver IO Hyper-parameters for GLUE finetuning experiments. The values in brackets are swept
over.

D Positional encodings for image and audio experiments

For all image experiments (with the exception of the ImageNet experiment that uses learned positions,
see Section H), we use the same position encoding strategy as in [35]. We use a 2D Fourier feature
positional encoding [88, 72, 55, 79] using a sine and cosine bands with frequencies spaced linearly
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Model Tokenizer Multi-task CoLA MNLI-m/mm MRPC QNLI QQP RTE SST-2 STS-B Average

Bert Base (test) [21] SentencePiece No 52.10 84.60/83.40 84.80 90.50 89.20 66.40 93.50 87.10 80.95
Bert Base (ours) SentencePiece No 50.28 85.56/85.68 85.75 92.67 91.05 61.72 93.98 88.04 81.14
Perceiver IO Base SentencePiece No 47.11 84.53/85.03 87.25 92.12 90.22 65.23 94.38 88.18 81.16

BERT (matching FLOPs) UTF-8 Bytes No 20.06 74.11/75.55 77.00 85.75 88.23 53.91 89.00 82.84 71.45
Perceiver IO UTF-8 Bytes No 50.19 83.22/83.89 87.24 91.71 90.12 64.84 93.17 86.81 80.95
Perceiver IO++ UTF-8 Bytes No 52.54 84.13/84.91 86.03 92.06 90.46 66.54 93.98 87.93 81.76

Perceiver IO (Shared input token) UTF-8 Bytes Yes 47.43 82.03/82.65 89.58 90.18 89.20 82.03 93.17 77.95 81.49
Perceiver IO (Task specific input token) UTF-8 Bytes Yes 49.06 82.14/82.64 89.84 90.53 89.40 79.69 93.17 80.02 81.76
Perceiver IO (Multitask query) UTF-8 Bytes Yes 47.88 82.05/82.77 90.36 90.37 89.49 80.08 93.75 79.95 81.79

Table 11: Full GLUE results (higher is better). The first 3 models use SentencePiece tokens, the latter 3 use
UTF-8 bytes directly.

Method Patch size Concat. frames Downsample Depth Latents Sintel.clean Sintel.final KITTI

PWCNet [75] - - - - - 2.17 2.91 5.76
RAFT [84] - - - - - 1.95 2.57 4.23
Perceiver IO 3×3 Yes No 24 2048 1.81 2.42 4.98
Perceiver IO 3×3 No No 24 2048 1.78 2.70 6.19
Perceiver IO 1×1 Yes No 24 2048 1.91 2.56 5.39
Perceiver IO 1×1 No No 24 2048 1.72 2.63 5.93
Perceiver IO N/A Yes Yes 24 2048 1.84 2.52 4.83
Perceiver IO N/A No Yes 24 2048 1.90 2.53 6.66
Perceiver IO N/A Yes Yes 16 1024 2.06 2.67 6.12

Table 12: Ablated Optical Flow results (end-point error, lower is better). The top Perceiver IO results show the
configuration from the main paper. We ablate 1) patch size for the context surrounding each pixel, 2) whether
the two frames are concatenated or input separately to the Perceiver, 3) whether the inputs and queries are
downsampled by a factor of 4 using a convolution, and then subsequently upsampled with RAFT, and finally a the
number of self-attention modules (depth) and number of elements in the latent array, resulting in a bottom-row
network which is substantially less expensive than the original model.

from a minimum frequency to a maximum frequency. We use 64 sine/cosine bands per dimension
in all settings. The minimum frequency is always set to the minimum frequency of the input signal,
corresponding to a single full oscillation over the input dimension. The maximum frequency is
typically set to the input’s Nyquist frequency (e.g. 112 cycles for an image with 224 pixels per
dimension). As in [35], the input position used to construct the Fourier frequencies is scaled to [-1, 1]
for each input dimension. For example, the upper left corner of an image is at position [-1, -1] while
the bottom right corner is at position [1, 1]. We follow the same strategy using 1D and 3D Fourier
feature positional encoding for audio’s time and video’s spatiotemporal inputs, respectively. See each
section for details.

E Optical Flow: additional details and results

Pre- and post-processing can provide non-trivial inductive biases when processing image data and
also change computation time. Therefore, in this section, we ablate these choices. The network in
the main paper concatenates the two frames frames before extracting 3D patches around each pixel,
each of size 3×3×2. Table 12 shows a few alternative designs for patch extraction. 1×1 means that
only a single pixel (or pair of pixels) is used for each input element. ‘Separate frames’ means that the
frames are not concatenated, but rather, input array elements are extracted independently from the
two frames (thereby doubling the number of input elements). In the case of separate frames, 1×1
means essentially no preprocessing: each pixel becomes its own element with no spatio-temporal
context whatsoever.

We also performed experiments with a less expensive input model which uses a 7×7 convolution to
64 channels, followed by a max pool, similar to the one used in our ImageNet experiments. After
feeding this through the Perceiver IO architecture (including querying with the same convolutional
features used as input), we have an output a feature grid with stride 4 and 64 channels, on top of
which we apply a RAFT upsampling layer. This involves a linear projection from 64 dimensions
to 2, which is the coarse-resolution optical flow estimate. We then upsample this flow for a given
pixel in the high-resolution flow map by applying attention over a neighboring 3x3 block of the
low-resolution flow map, following the uppsampling approach in RAFT [84].
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Figure 7: Qualitative examples of optical flow. For each image pair, we show the two frames (top),
and then the estimated flow (bottom left) and the ground-truth flow (bottom right). In the left example,
we see one person under heavy occlusion where the correct flow is propagated into a region with few
details. Another person in the foreground has clothes with little texture and substantial blur, and yet
the algorithm can propagate the flow across the entire region. In the center example, we see very
large motions from both the dragon and the person, yet many fine structures are preserved like the
pole. On the right, we see a forest scene with a few extremely small objects with very subtle motions
(circled) which our algorithm is able to detect and segment correctly.

We found that concatenating frames led to a non-trivial performance improvement across the more
difficult Sintel.final and KITTI Flow 2015 [52] datasets. Spatial context helps, and the impact
of frame concatenation is larger when more context is available, suggesting that the algorithm is
comparing spatial and temporal gradients. Convolutional downsampling and RAFT upsampling
provide even more spatial context for both the input features and the queries, but this doesn’t seem to
provide any performance benefits, although it is less expensive computationally. Finally, we tested a
shallower model with a smaller number of latents, which substantially reduces the latent computation.
This model runs at close to real time (20.5 frames/sec) on our input resolution (368× 496) on a 2017
NVIDIA Titan XP graphics card (while the original runs at 2.4 frames/sec). We see that the resulting
model is only modestly worse than the full model, and still outperforms PWCNet on Sintel.

Figure 7 shows some results on example image pairs from the Sintel.final dataset. We see that the
algorithm is capable of dealing with heavy occlusion, and can propagate optical flow across large
regions with very little texture. The network can also deal with very large motions and very small
objects.

Implementation details: Our experiments with pixels and patches use a sine and cosine position
encoding with 64 bands for both X and Y , plus the raw X and Y values resulting in 258 extra
features concatenated to the pixel or patch values. For experiments without concatenated frames, we
have an additional time dimension which must be encoded with positional encoding, and for this
we also use 64 sine and cosine bands (which are highly redundant, as there’s only two frames). For
this version, only the elements associated with the first frame are included as queries for the decoder.
For both input and query, we project these concatenated features to 64 dimensions before inputting
them into the transformer. We use a latent array with 2048 elements and 512 channels and 24 self-
attention modules, each with 16 self-attention heads, unless otherwise noted. Our experiments with
convolutional downsampling and RAFT upsampling use settings that are mostly similar, although
we use no additional projection as the output of the convolutional network is already 64 channels.
For these experiments, the output of the perceiver decoder’s cross attend is 64 channels, which is fed
into a RAFT-style upsampling operation. For the pixel- and patch-based models, total computational
complexity for a forward pass on a 368 × 496 image is roughly 987 billion FLOPs, and there are
roughly 27.9 million parameters.

In all cases, we train on the AutoFlow dataset [74], which consists of 400, 000 image pairs, for 480
epochs using a cosine learning rate schedule which starts at a learning rate of 4e-4. We use a batch
size of 512. We use the LAMB [98] optimizer. We also use the default curriculum for AutoFlow,
which gradually increases the severity of the augmentations over time. We find that naïve training
on AutoFlow does not train, so we use an additional phase in this curriculum, where we completely
disable all augmentations. Furthermore, for this phase, we feed every image pair twice in a batch:
once forward, and once reversed. As the inverse flow is not currently available for AutoFlow, this
inverse flow was computed via an approximation which averages all the flows terminating at a given
pixel.

The evaluation datasets have a different resolution, so we evaluated in a tiled manner, using six
evenly-spaced tiles. For pixels that are covered by multiple tiles, we average the predictions, weighted
proportional the distance to the nearest edge of the respective tile (as we expect predictions nearer to
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the tile edges to be less accurate). We leave the possibility of making Perceiver IO invariant to input
shape to future work.

F Multimodal auto-encoding: additional details

For the multimodal auto-encoding experiments, we patch preprocessing for both images and audio,
and we embed the labels as one-hot labels. The patch size is 1× 4× 4 for video and 16 for audio.
The audio is sampled at 48kHz, or 1920 samples per frame. The decoder outputs 16× 224× 224 +
16× 1920/16 + 1 vectors with 512 channels, that is, one element for each pixel in the video, one
element for each audio patch, and one element for the classification label. These are then linearly
projected to the appropriate channel size for each modality: 3 for videos, 16 for audio and 700 for
classification (the logits for each of the 700 classes in Kinetics700). Finally, we un-patch the audio to
arrive at the output audio. We note that we read and generate the audio waveform directly in the time
domain; we do not transform first to a spectrogram.

We use a 387 dimensional 3D Fourier position embedding for each input video patch and a 385
dimensional 1D Fourier position embedding for each audio patch (385 to ensure the input dimensions
to Perceiver IO match for all elements). In addition, we pad all input elements with a learned vector
representing the modality; inputs from the same modality share the same token. In particular, we add
a 317 dimensional modality embedding to video elements, a 319 dimensional modality embedding to
audio elements, and a 4 dimensional modality embedding to the label, so that all elements have 704
features.

The decoder queries are also constructed from Fourier position embeddings for video and audio and
a learned positional embedding for label: 387 features for video, 385 features for audio, and 1024
learned features for the label. We pad the queries for each modality with a different learned vector for
each modality, so that the final feature size for the queries is 1026.

We train on Kinetics 700 [71]. We use batch size of 1024, and learning rate of 1e-3. The training loss
is a weighted sum of the L1 loss for video, the L1 loss for audio, and the cross entropy loss for the
label. The weightings are 0.03 for video, 1 for audio, and 0.0001 for the label; the loss weights are
imbalanced in favor of audio because it is more difficult to obtain audio of high perceptual quality by
directly outputting the waveform. We also tried a different weighting (0.03 for video, 1 for audio, and
1 for the label) to obtain higher classification accuracy.

G StarCraft: additional details

StarCraft results were obtained by using Perceiver IO instead of a Transformer for the AlphaStar entity
encoder. The entity encoder takes as input a set of 512 entities (referred to as embedded_entity
in [89]) and produces as output an embedding for each entity (entity_embeddings) and a 1D
embedding reduced over entities (embedded_entity). These 512 entities represent the units and
other entities that are present in the game: unused entity slots are masked. entity_embeddings is
produced by passing the outputs of the entity encoder through a ReLU and a 1D convolution with
256 channels. embedded_entity is produced by averaging the (unmasked) entity encoder outputs
and passing it through a linear layer with 256 units and a ReLU.

In the original AlphaStar system, the entity encoder consisted of a Transformer with 3 attention
layers, each of which used 2 heads, and a feature dimension of 128. The output of each attention
layer is projected to 256 and followed by an 2-layer MLP with hidden size 1024 and output size 256.
This architecture was arrived by an extensive tuning process as reported in [89]. We replaced this
Transformer with a 3-layer Perceiver IO with a latent of index dimension 32. We tuned only the size
of the index dimension (sweeping values of 32 and 64), but otherwise used the same hyperparameters
as ImageNet.
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H ImageNet: additional details

H.1 Details of ImageNet training

Model FLOPs

Perceiver (pixels) 404B
Perceiver IO (pixels) 407B

Perceiver (conv) 367B
Perceiver IO (conv) 369B

Perceiver IO (pretrained) 213B

Table 13: ImageNet model
FLOPs, in billions. The choice
of positional encoding does not
significantly change the FLOPs
requirements of the model, so
we do not show these numbers
separately. The model used for
pretraining uses only 16 process
modules.

For ImageNet experiments, we use CutMix [99] and MixUp [102]
regularization, in addition to RandAugment [17] as used in [35].
We observed only marginal improvements in performance from this
change, but it brings the augmentation strategy more in line with the
strategy used elsewhere in the literature [8, 86]. In all experiments,
we use RandAugment with 4 layers at magnitude 10 (as in [35])
and CutMix with a ratio of 0.2. In early experiments, we found
that higher weight decay and moderate gradient clipping contributed
to better generalization: we use a weight decay of 0.1 and clip to
a maximum global gradient norm of 10. We use no dropout. As
in [35] we use an architecture with weight sharing in depth: the
latent (processing) component of the architecture includes 8 blocks
of 6 attention modules each, and weights are shared between the
corresponding modules in each block. We omit the repeated encoder
cross-attends used [35] as we found these to lead to relatively small
performance improvements but to significantly slow down training:
using 8 encoder cross-attention instead of 1 adds an additional 303

billion FLOPs. The FLOPs for all ImageNet models presented here are given in Table 13.

For all ImageNet experiments, we train for 110 epochs, using a batch size of 1024 and 64 TPUs. We
use LAMB with a simple learning rate schedule consisting of a flat learning rate of 2× 10−3 for 55
epochs, after which the learning rate is decayed to 0 over the final 55 epochs following a cosine decay
schedule [47]. We found a cosine learning rate decay schedule simpler to tune than the step decay
schedule used in [35] and that beginning the decay process halfway through training generally led to
good performance without introducing instability. We found it important to omit an initial learning
rate warm-up period, as this often prevented models from training when using LAMB.

H.2 Learned position encoding experiments

In addition to the main experiments, which use 2D Fourier feature positional encodings (as described
in Section D), we also include results using a learned positional encoding. This positional encoding is
an array of shape 50,176 × 256, which is randomly initialized using a truncated Gaussian distribution
with scale 0.02. ImageNet networks that use this positional encoding are given no information about
2D image structure. For these experiments, we additionally use a 1D convolutional network to project
the RGB at each point to 256 before concatenating it with the learned positional encoding.

H.3 Large-scale pretraining

As reported in [35], Perceiver models are able to easily overfit ImageNet-scale datasets without
regularization. For this reason, we explored pretraining a model on JFT, a large-scale, multi-labeled
internal dataset with 300 million images spanning approximately 18,000 classes [73]. We pretrain
on this dataset at the same resolution used on ImageNet (224 × 224) using a base learning rate of
3× 10−4 and a cosine decay schedule, decaying to 0 over 14 epochs. We omit all augmentation
except basic cropping, resizing, and left-right flipping. We use a weight decay of 0.1. We use a larger
batch size of 8192 and train on 256 TPUs. Images in this dataset come with a variable number of
labels, so we use a cross-entropy loss with a multi-one-hot representation of the targets. Unlike in the
other ImageNet experiments, we do not share weights in the latent self-attention process modules, but
use a 16-layer latent network with no weight sharing in depth. Unlike the other ImageNet experiments,
the process-module MLPs use a hidden layer with 4× the number of channels (rather than 1× as
on other ImageNet experiments). As in the learned position encoding experiments, we use a 1D
convolutional network to project input RGB at each point to 256 before concatenating it with the
positional encoding (a 2D Fourier frequency positional encoding).

To evaluate transfer, we fine-tune our pre-trained model on ImageNet. We replace only the final
linear layer of the decoder to produce the required 18,000 classes. For fine-tuning, we used similar
optimizer and augmentation settings as with our from-scratch ImageNet training: 1024 batch size on
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64 TPUs, 131K steps with LAMB using a flat base LR of 0.002 for the first 70K steps and a cosine
learning rate decay for the last 61K steps,

H.4 2D convolutional preprocessing on ImageNet

In other image settings discussed here, we optionally use simple pre- and post-processing steps
to reduce the size of very large inputs and outputs. Because ImageNet data points are relatively
small (Tab. 1), we are able to process full images without convolutional pre- and post-processing.
Consequently, we can use this dataset to probe the sensitivity of the model to convolutional pre-
processing. Incorporating a single convolution + max pooling leads to a moderate improvement in
the performance of the architecture: this is perhaps unsurprising, as convolutional pre-processing
injects information about the 2D structure of images into the architecture. By comparison ViT first
processes images by applying a 2D convolution with matched kernel and stride to downsample its
inputs (referred to as a “linear projection of flattened patches” in that work). As in other experiments,
we find that incorporating an attention-based decoder (Perceiver IO) leads to better results than
averaging and pooling the output (Perceiver). Using convolutional preprocessing leads to a moderate
reduction in the number of FLOPs used by the model, as shown in Table 13. The input to the network
after preprocessing is 56 × 56 instead of 224 × 224 as in the experiments directly on pixels.
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